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Abstract
We address the problem of planning in an environment with deterministic dynamics and stochastic discounted rewards under a limited numerical budget where the ranges of both rewards and noise are unknown. We introduce PlaTγPOOS, an adaptive, robust, and efficient alternative to the OLOP (open-loop optimistic planning) algorithm. Whereas OLOP requires a priori knowledge of the ranges of both rewards and noise, PlaTγPOOS dynamically adapts its behavior to both. This allows PlaTγPOOS to be immune to two vulnerabilities of OLOP: failure when given underestimated ranges of noise and rewards and inefficiency when these are overestimated. PlaTγPOOS additionally adapts to the global smoothness of the value function. PlaTγPOOS acts in a provably more efficient manner vs. OLOP when OLOP is given an overestimated reward and show that in the case of no noise, PlaTγPOOS learns exponentially faster.

1. Introduction
We consider the problem of planning in a general stochastic environment with deterministic dynamics and discounted rewards. Our goal is to recommend the best first action for an agent to take from a given state. We envision that the discount factor γ is known and that our learner has a limited allocation of n interactions to spend querying a generative model of the environment. The objective is to maximize the sum of discounted rewards of the best sequence of actions following from the recommended first action. This is equivalent to minimizing the simple regret. We introduce the algorithm PlaTγPOOS, Planning w/Th γ Plus an Online Optimization Strategy, as a robust and efficient scale-free alternative to the OLOP algorithm (open-loop optimistic planning, Bubeck & Munos, 2010; Leurent & Maillard, 2019) for this setting. Our algorithm implements a scale-free function optimization strategy similar to SequOOL (Bartlett et al., 2019) rather than an upper-confidence-bound approach which allows our algorithm to efficiently adapt to the problem space without prior knowledge of the ranges of the noise or the rewards.

Planning in a stochastic environment is an important setting often modeled by Markov decision processes (MDPs, Puterman, 1994; Bertsekas & Tsitsiklis, 1996). One approach to solving these settings is to find the optimal policy that maximizes the expected sum of rewards and then generate an action recommendation according to that optimal policy. Unfortunately, in most practical settings where we are limited by computational resources, finding this optimal policy is often not possible, especially when the state space becomes large. Therefore, instead of trying to estimate the optimal policy of the MDP, we focus only on finding the best first action given our budget. We evaluate the performance of the recommendation in terms of the simple regret, the difference in reward between choosing the optimal first action vs. choosing our recommended first action and then in both cases choosing an optimal sequence of actions following the first action. This metric is often used to evaluate planning strategies that optimize numeric budgets (Bubeck & Munos, 2010; Buşoniu & Munos, 2012; Grill et al., 2016), in contrast to the cumulative regret where we are penalized during the search for querying sub-optimal actions. Once the agent takes the first action and moves to the next state, our evaluation can be repeated with a new budget allocation and the following best first action can be recommended. This allows us to approximately following an optimal policy, action by action, in an online way. previously, there have been several strategies proposed on how to efficiently allocate a numeric budget to search for an optimal value in a stochastic space. Many of these have been successfully implemented using methods based on upper confidence bounds (UCBs) such as UCT (Upper Confidence Trees, Kocsis & Szepesvári, 2006). This approach has been proven to be very efficient in practice (Coulom, 2007; Gelly et al., 2006; Silver et al., 2016), however, UCT can badly misbehave on some problems (Coquelin & Munos, 2007) and more theoretically sound approaches have been proposed (Hren & Munos, 2008; Bubeck & Munos, 2010; Buşoniu & Munos, 2012; Feldman & Domshlak, 2014; Szörényi et al., 2014;
Kaufmann & Koolen, 2017; Shah et al., 2019). Some of these methods are connected to the ones from function optimization (Bubeck et al., 2011; Munos, 2011; Valko et al., 2013) as shown by Munos (2014), however, one key difference is that in planning, as opposed to function optimization, the structure of the reward is a discounted reward, specifically a sum of rewards and the discount factor $\gamma$. This reward structure influences the behavior of the optimizers (Bubeck & Munos, 2010), for example, the discount factor brings smoothness of the value function which in turn makes it easier to optimize. PlaT\textsuperscript{γ}POOS exploits the effect of the discount factor to efficiently manage an adaptive planning strategy in the face of unknown ranges of noise and rewards.

This adaptive strategy of PlaT\textsuperscript{γ}POOS can make it more robust and efficient in practice than other planning strategies. For example, even though they are theoretically sound, the empirical performance UCB-based approaches depend on the careful tuning of the upper confidence bound. If the upper confidence bound is too large then the UCB-based learner plays very conservatively by overestimating sub-optimal options for many rounds. Moreover, these UCBs might depend on instance parameters that are simply not known such as the range of the rewards and the range of the noise. We build on the function optimization approach of Bartlett et al. (2019) that does not use UCBs and obtains improved results over the state-of-the-art by adapting to the problem difficulty with a scale-free approach. This scale-free property becomes a more desired feature as machine learning gets closer to applications, whether it is online (Ross et al., 2013; Orabona & Pál, 2018) or deep learning (Orabona & Tommasi, 2017), since in the reality, many parameters are never known.

In terms of planning strategy, the PlaT\textsuperscript{γ}POOS algorithm is an adaptive, robust, and efficient alternative to OLOP. Whereas OLOP requires the knowledge of where the ranges of both rewards and noise, PlaT\textsuperscript{γ}POOS dynamically adapts its behavior to the both ranges, as well as some potential additional global smoothness of the value function. Our algorithm’s ability to adapt allows it to avoid failure in cases where the ranges of noise and rewards are underestimated and to act more efficiently in cases where they are overestimated. PlaT\textsuperscript{γ}POOS recovers the results of OLOP while allowing improvements in various classes of problems.

Our contributions We show that PlaT\textsuperscript{γ}POOS:

- adapts its behavior to an unknown range of rewards,
- requires no apriori assumptions or knowledge on noise,
- empirically learns much faster than UCB approaches,
- gets the fast rate of deterministic planning in low noise for all regime; in particular, it learns exponentially faster than OLOP when there happens to be no noise,
- adapts also the global smoothness $\rho$ and $\nu$ beyond the base smoothness provided by $\gamma$.

We additionally address a realistic constraint where the agent can only reset to the original state and not to any state it wishes. Our results hold for MDPs with deterministic dynamics and can equally be applied to open loop planning problems (as discussed by Munos 2014) where we search for the best sequence of actions, ignoring the actual states that are reached after each action (Bubeck & Munos, 2010).

Related algorithms, where the objective is to find the value of the state rather than to identify the best action, include TrailBlazer (Grill et al., 2016) and StOPT (Szörcényi et al., 2014). A key difference is that these algorithms are fixed confidence and output a value using a small number of samples given an accuracy/probability, whereas our algorithm does exploration under a fixed budget of samples and guarantees how good the found action is. Even for simple multi-arm bandits, these two problems have different complexity (Carpentier & Locatelli, 2016) and can only be equivalent under unrealistic side knowledge (Gabillon et al., 2012). These related algorithms are also impractical for our setting. TrailBlazer uses confidence bounds that are humongous and StOPT takes exponential time. Similar to OLOP, both also need to know noise and reward ranges.

2. Background

We model our problem with an MDP with state space $X$, action space $A$ and dynamics such that taking the chosen action $a_t$ at time $t$ deterministically transitions the system from $x_t \in X$ to state $x_{t+1} = f(x_t, a_t)$ generating a reward $r_t = r(x_t, a_t) + \xi_t$, with $\xi_t$ being the noise. We consider:

- **deterministic rewards** The evaluations are noiseless, that is for all $t$, $\xi_t \equiv 0$ and $r_t = r(x_t, a_t)$.

- **stochastic rewards** The evaluations are perturbed by a noise of range $b \in \mathbb{R}_+$. At any round, $\xi_t$ is a random variable, independent from noise at previous rounds,

$$
\mathbb{E}[r_t|x_t] \equiv r(x_t, a_t) \quad \text{and} \quad |r_t - r(x_t, a_t)| \leq b. \quad (1)
$$

We assume that all rewards lie in the interval $[0, R_{\max}]$ and while the state space may be large and possibly infinite, that the action space is finite, with $K$ available actions. We treat an infinite time-horizon problem with discounted rewards where the discount factor ($0 \leq \gamma < 1$) is known. For any possible policy $\pi : X \rightarrow A$, we define the value function $V^\pi : X \rightarrow \mathbb{R}$ associated to $\pi$ as $V^\pi(x) \equiv \sum r(x_t, \pi(x_t))$, where $x_t$ is the state of the system at time $t$ when starting from $x$ (i.e., $x_0 = x$) and following policy $\pi$. In the next definition, we also define the $Q$-value function $Q^\pi : X \times A \rightarrow \mathbb{R}$ associated to policy $\pi$, for each state-action pair $(x, a)$, as the value of playing action $a$ in state $x$ and the following $\pi$ thereafter.

**Definition 1.** The $Q$-value function $Q^\pi$ of policy $\pi$ is

$$
Q^\pi(x, a) \equiv r(x, a) + \gamma V^\pi(f(x, a)).
$$
Notice that \( V^\pi(x) = Q^\pi(x, \pi(x)) \). We define the optimal value function, and \( Q \)-value function respectively, as \( V^*(x) \triangleq \sup_\pi V^\pi(x) \) and \( Q^*(x, a) \triangleq \sup_\pi Q^\pi(x, a) \), which corresponds to playing a first and optimally after. From the dynamic programming, we have the Bellman equations (Bertsekas & Tsitsiklis, 1996; Puterman, 1994),

\[
\begin{align*}
V^*(x) &= \max_{a \in A} r(x, a) + \gamma V^*(f(x, a)), \\
Q^*(x, a) &= r(x, a) + \gamma \max_{b \in A} Q^*(f(x, a, b)).
\end{align*}
\]

Let \([a : c] = \{a, a + 1, \ldots, c\} \) with \(a, c \in \mathbb{N}, a \leq c\), and \([a] = [1 : a]\) and let \(\log_d\) be the logarithm in base \(d\), \(d \in \mathbb{R}\) and log without a subscript be the natural logarithm.

### 2.1. Optimistic planning under finite numerical budget

We assume that we have a generative model of \( f \) and \( r \) that generates simulated transitions and rewards. We want to make the best possible use of this model in order to recommend a best next action \( a(n) \) such that the sum of the rewards resulting from playing \( a(n) \) and then optimally afterwards is as close as possible to playing optimally from the beginning. For that purpose, we define the performance loss \( r_n \) as

\[
r_n \triangleq \max_{a \in A} Q^*(x, a) - Q^*(x, a(n)).
\]

### 2.2. The planning tree

For a given initial state \( x \), consider the (infinite) planning tree defined by all possible sequences of actions (thus all possible reachable states starting from \( x \)). Let \( A^\infty \) be the set of infinite sequences \((a_0, a_1, a_2, \ldots)\) where \( a_i \in A \). The branching factor of this tree is the number of actions \( |A| = K \). Since the dynamics are deterministic, to each finite sequence \( a \in A^d \) of length \( d \) we assign a state that is reachable starting from \( x \) by following this sequence of \( d \) actions. Using standard notation for alphabets, we write \( A^0 = \{\emptyset\} \) and \( A^* \) for the set of finite sequences. For \( a \in A^* \) we let \( h(a) \) be the length of \( a \), and \( aA^h = \{aa', a' \in A^h\} \), where \( aa' \) denotes the sequence \( a \) followed by \( a' \). We identify the set of finite sequences \( a \in A^* \) with the set of nodes of the tree. With \( h' \leq h \) and \( a \in A^h \) we denote \( a_{[h, h']} \) the sequence of action composed of the \( h' \) first actions from \( a \), i.e., \( \{a_0, \ldots, a_{h'-1}\} \). We fix \( a_0 \triangleq \emptyset \).

The value \( v(a) \) of an infinite sequence \( a \in A^\infty \) is the discounted sum of rewards along the trajectory starting from the initial state \( x \) and defined by the choice of this sequence of actions,

\[
v(a) \triangleq \sum_{t \geq 0} \gamma^t r(x_t, a_t), \text{ where } x_0 = x; x_{t+1} = f(x_t, a_t).
\]

Now, for any finite sequence \( a \in A^* \), or node, we define the value \( v(a) = \sup_{\nu \in A^\infty} v(\nu a) \). We write \( v^* = v(\emptyset) = \sup_{a \in A^\infty} v(a) \) for the optimal value at the initial state which is the root of the tree, \( v^* = V^*(x) \). We denote the set of optimal infinite sequence of action as \( A^* \) which contains any \( a \in A^\infty \) such that \( v(a) = v^* \). We note the set of optimal finite sequence of actions of depth \( h \) as \( A^{h \downarrow} \) which contains any \( a \in A^h \) such that \( v(a) = v^* \). We also define the \( u \) and \( b \)-values for the lower- and upper- bounds on \( v(a) \) as

\[
u(a) \triangleq \sum_{t=0}^{h(a)-1} \gamma^t r(x_t, a_t), \text{ and } b(a) = u(a) + \frac{\gamma^{h(a)} R_{\text{max}}}{1 - \gamma}.
\]

Indeed, since all rewards are in \([0, R_{\text{max}}]\), we trivially have that \( u(a) \leq v(a) \leq b(a) \). At any finite time \( t \) an algorithm has opened a set of nodes, which defines the expanded tree \( T_t \). We say the learner opens (or expands) a node \( a \) with \( m \) evaluations if uses the generative model \( f \) and \( r \) to generate \( m \) transitions and rewards for the \( K \) children nodes \( aA \). In the deterministic reward feedback, \( m = 1 \). The bounds reported in this paper are in terms of the total number of openings \( n \), instead of evaluations. The number of function evaluations is upper bounded by \( Kn \), \( T_{x,a} \) denotes the total number of evaluations allocated to action \( a \in A \) in state \( x \). We define, especially for the noisy case, the estimated value of the reward \( \hat{r}(x, a) \) of action \( a \in A \) in state \( x \). Given the \( T_{x,a} \) evaluations \( r_1, \ldots, r_{T_{x,a}} \), \( \hat{r}(x, a) \triangleq \frac{1}{T_{x,a}} \sum_{t=1}^{T_{x,a}} r_t \); the empirical average of rewards obtained at when performing action \( a \in A \) in state \( x \).

To ease notation, for \( a \in A^m \) and \( h \leq m \), we write \( T_a \triangleq E[T_{x(a_{[h+1],a_{h+1}})}|x_{t+1} \sim P(\cdot|x_t, a_t), x_0 = x] \) for the number of pulls to the last action in \( a \). Similarly, \( \hat{r}_h(a) \triangleq E[\hat{r}(x_{h}, a_h)|x_{t+1} \sim P(\cdot|x_t, a_t), x_0 = x] \), and \( r_h(a) \triangleq E[r(x_{h}, a_h)|x_{t+1} \sim P(\cdot|x_t, a_t), x_0 = x] \).

In the case of deterministic dynamics, \( x_h \) is such that \( x_{h+1} \sim P(\cdot|x_t, a_t) \) and \( x_0 = x \) is a fixed state from which we can sample from if we have a full access to the generative model. Hence, for a finite sequence \( a \in A^* \) or node,

\[
u(a) \triangleq \sum_{t=0}^{h(a)-1} \gamma^t \hat{r}(x_t, a_t) = \sum_{t=0}^{h(a)-1} \gamma^t \hat{r}_t(a).
\]

We the existence of at least one \( a^* \in A^\infty \) for which we have \( V^*(x) = \sup_{a \in A^\infty} v(a) \) and define a smoothness for \( v \).

**Proposition 1.** There exists \( \nu \in (0, R_{\text{max}}/(1 - \gamma)] \) and \( \rho \in (0, \gamma] \) such that \( \forall h \geq 0, \forall a \in A^h, u(a) \geq v(a) - \nu \rho^h \).

Note that this holds automatically for \( \nu = R_{\text{max}}/(1 - \gamma) \) and \( \rho = \gamma \). For some problems with an extra regularity this might also hold for some \( \nu < R_{\text{max}}/(1 - \gamma) \) and \( \rho < \gamma \). Note that our results automatically adapt to \( \rho \) without knowing its value. Note that while having a smoothness \( \rho \) means having rewards diminishing geometrically with depth with a ratio of \( \rho \), the constant \( \nu \) is linked to the scale of variation of the \( V \) and which can often be realistically smaller than \( \nu < R_{\text{max}}/(1 - \gamma) \). We now define a measure of the quantity of near-optimal sequences for the smoothness \( \nu, \rho \).
We also define a related but different quantity than $\kappa^u(\nu, \rho)$ with each action more efficiently. It is by using this type while we prove the following claim in Appendix A.

(2010) show that optimization can be applied to the planning set-
ing problem either in a na"ıve way or a good way. The
setting is often not straightforward as discussed by Bubeck
and Munos (2010). In their Section 2.2, Bubeck & Munos (2010)
show that optimization can be applied to the planning
problem either in a na"ıve way or a good way. The
authors take as an example the uniform planning problem.
The na"ıve and good strategies are evaluated by comparing the uncertainty $|u(a) - \hat{u}(a)|$ of their estimates $\hat{u}(a)$.
Both strategies collect rewards identically, evaluating $u(a)$ for
all the $K^H$ nodes $a \in A^H$ at a fixed depth $H = h(a)$
by allocating one episode (of length $H$) for each $a$ and
receiving $r_{h,a}, 1 \leq h \leq H$. In the na"ıve version, for
all sequences $a$, the estimation of $u(a)$ uses only the $H$
samples collected in the one episode related to $a$. Here
$\hat{u}(a) = \sum_{h=0}^{h(a)-1} \gamma^h r_{h,a}$ and $T_{a[h]} = 1$. In contrast, the
good planning strategy reuses estimates. For two distinct
sequences $a$ and $a'$, the good strategy re-uses any samples
$r_{h,a}$ for the estimation of both $u(a)$ and $u(a')$ if $a[h] = a'[h]$.
Here $\hat{u}(a) = \sum_{h=0}^{h(a)-1} \gamma^h r_{h,a}$ and $T_{a[h]} = K^{H-h}$. This comparison is used to demonstrate the
advantage of the use of the cross-sequence information to
concentrate the estimate of the mean reward associated
with each action more efficiently. It is by using this type of
cross-sequence information that $\text{OLS}$ is able to obtain
an improved regret over a na"ıve application of $\text{HDD}$ (Bubeck
et al., 2011) to the planning problem.

The previous discussion on cross-sequence information is
tied to the case of uniform exploration strategies. Good
uniform strategies guarantee $T_{a[h]} = K^{H-h}$ by exploring
until a reasonably shallow depth $H_u$ but sampling all $K^{H_u}$

4. Deterministic dynamics and rewards
In this section, we consider a simpler case of deterministic
rewards in order to introduce our new ideas. The evaluations
are noiseless, that is, $v_t = 0$ and $r_t = r(x_t, a_t)$.

In Figure 1, we provide the $\text{SequOOL}$ (Bartlett et al., 2019)
algorithm applied to planning. In this case it is straightforward
to follow the analysis of $\text{SequOOL}$ in order to obtain the
same rates, up to logarithmic factors, of simple regret as the
state of the art algorithm $\text{OPD}$ for the doubly deterministic
case (Hren & Munos, 2008; Munos, 2014), and get the result1 of Theorem 1. This direct usage was already discussed
by Munos (2014, Section 5.1). Using $\text{SequOOL}$ for planning
already permits to have an algorithm that does not use the
parameter $R_{\text{max}}$ and that can adapt to extra smoothness in
the value function $\nu, \rho$ as discussed Section 2. Note that
to obtain similar adaptations to $R_{\text{max}}, \nu$ and $\rho$, one could
have already used $\text{S00}$ (Munos, 2014). However $\text{S00}$ does
not come with optimal simple regret (Bartlett et al., 2019).

Theorem 1. For any planning problem with associated
$(\nu, \rho)$, and branching factor $\kappa = \kappa^u(\nu, \rho)$, we have, after $n$

\footnote{The $\nu$-th harmonic number is defined as $\sum_{k=1}^{\nu} \frac{1}{k}$.
}

$\nu$-th harmonic number
We now describe the POOS algorithm detailed in Figure 2. In the presence of noise, it is natural to evaluate the cells multiple times, not just one time as in the deterministic case. The amount of times a cell should be evaluated to differentiate its value from the optimal value of the function depends on the gap between these two values as well as the range of noise. As we do not want to make any assumptions on knowing these quantities, our algorithm tries to be robust to any potential values by not making a fixed choice on the number of evaluations. Intuitively we do this following a path similar to StroquOOL (Bartlett et al., 2019) by using a modified version of SequOOL, denoted SequOOL(m), that allows us to evaluate cells m times, whereas for SequOOL, m = 1. Evaluating cells more times (m large) leads to a better quality of the mean estimates in each cell, however, as a trade-off, it uses more evaluations per depth. This would normally limit us from exploring deep depths of the partition, however, PlaγP0OS takes advantage of the knowledge of γ which gives less weight to reward collected deeper in the tree. In order to obtain the concentration results for a node a on Û(a) − u(a) in Lemma 2, PlaγP0OS uses a Chernoff-Hoeffding result that gives with high probability, Û(a) − u(a) ≤ \sqrt{\sum_{h=0}^{h_{max}} \gamma^{2h}/|T_{a_n}|} and balances the range of confidence intervals at different depths. Therefore, PlaγP0OS tends to pull less with deeper depth as the number of pulls for a fixed m is \[hm\gamma^{2h}\] where the additional h term ensures that the sum of confidence interval until depth h is bounded for any h. PlaγP0OS then implicitly performs \log n \text{ instances of SequOOL(m)} each with a number of evaluations of m = 2^h, where we have \[p < [\log n].\]

We now describe the PlaγP0OS algorithm detailed in Figure 3. In the presence of noise, it is natural to evaluate the cells multiple times, not just one time as in the deterministic case. The amount of times a cell should be evaluated to differentiate its value from the optimal value of the function depends on the gap between these two values as well as the range of noise. As we do not want to make any assumptions on knowing these quantities, our algorithm tries to be robust to any potential values by not making a fixed choice on the number of evaluations. Intuitively we do this following a path similar to StroquOOL (Bartlett et al., 2019) by using a modified version of SequOOL, denoted SequOOL(m), that allows us to evaluate cells m times, whereas for SequOOL, m = 1. Evaluating cells more times (m large) leads to a better quality of the mean estimates in each cell, however, as a trade-off, it uses more evaluations per depth. This would normally limit us from exploring deep depths of the partition, however, PlaγP0OS takes advantage of the knowledge of γ which gives less weight to reward collected deeper in the tree. In order to obtain the concentration results for a node a on Û(a) − u(a) in Lemma 2, PlaγP0OS uses a Chernoff-Hoeffding result that gives with high probability, Û(a) − u(a) ≤ \sqrt{\sum_{h=0}^{h_{max}} \gamma^{2h}/|T_{a_n}|} and balances the range of confidence intervals at different depths. Therefore, PlaγP0OS tends to pull less with deeper depth as the number of pulls for a fixed m is \[hm\gamma^{2h}\] where the additional h term ensures that the sum of confidence interval until depth h is bounded for any h. PlaγP0OS then implicitly performs \log n \text{ instances of SequOOL(m)} each with a number of evaluations of m = 2^h, where we have \[p < [\log n].\]

The ‘Planning with γ Plus an Online Optimization Strategy’ algorithm PlaγP0OS is in Figure 3. Remember that ‘opening’ a node means ‘evaluating’ its children actions. The algorithm opens nodes by sequentially diving them deeper and deeper from the root node h = 0 to a maximal depth of h_{max}. At depth h, we allocate, in an al-
most decreasing fashion, different number of evaluations \([h^{2p}\gamma^{2h}]\) to the nodes with highest value of that depth, with \(p\) starting at \([\log_2(h_{\max}/h)]\) down to 0. The best node that has been evaluated at least \(O(h_{\max}/h)\) times is opened with \(O(h_{\max}/h)\) evaluations, the two next best cells that have been evaluated at least \(O(h_{\max}/(2h))\) times are opened with \(O(h_{\max}/(2h))\) evaluations, the four next best cells that have been evaluated at least \(O(h_{\max}/(4h))\) times are opened with \(O(h_{\max}/(4h))\) evaluations and so on, until some \(O(h_{\max}/h)\) next best cells that have been evaluated at least once are opened with one evaluation. More precisely, given, \(p\) and \(h\), we open, with \([h^{2p}\gamma^{2h}]\) evaluations, the \([h_{\max}/(h^{2p}\gamma^{2h})]\) non-previously-opened nodes \(a^{h,i}\in A^h\) with highest values \(\hat{u}(a^{h,i})\) and given that \(T_{\gamma,i}^{h+1} \geq [(h-1)2^{p\gamma^{2(h-1)}}]\). The maximum number of evaluations of any node is \(2^{p_{\max}}\), with \(2^{p_{\max}} = O(h_{\max})\) as \(p_{\max} \triangleq \lfloor \log_2(2h_{\max}) \rfloor\). For each \(p \in [0 : p_{\max}]\), the candidate output \(a^\ast\) is the node \(a\) with highest estimated value such that all actions leading to that node have been evaluated in the following way \(\forall t \in [2 : h(a)], T_{\gamma,i}^{t} \geq [(t-1)2^{p\gamma^{2(t-1)}}]\). We set \(h_{\max} \triangleq \lfloor n/(2\log_2 n + 1)^2 \rfloor\).

5.1. Analysis of PlaT\(\gamma\)POOS

\(\bot_{h,p}\) is the depth of the deepest opened node, \(a\) with at least \([h^{2p}\gamma^{2h}]\) evaluations such that there is a \(a^\ast \in A^\ast\) with \(a^\ast = ab\), with \(b \in A^{>\ast}\), at the end of the opening of depth \(h\).

**Lemma 1.** For any planning problem with associated \((\nu, \rho)\) (see Property 1), on event \(\xi\) defined in Appendix C, for any depths \(h \in [h_{\max}]\), for any \(p \in [0 : \lfloor \log_2(h_{\max}/(h^{2p}\gamma^{2h}))\rfloor\), we have \(\bot_{h,p} = h\) if conditions (1) and (2) simultaneously hold true.

1. \(b^{\gamma}h^{(4n/\delta)}/2^{p+1} \leq \nu h\)
2. We distinguish cases and express the condition in each:

**Case 1** \(h^{2p}\gamma^{2h} \leq 1\):

\[
h_{\max} = \frac{h_{\max}}{h^{2p}\gamma^{2h}} \geq C \nu, \rho h
\]

And for all \(h' \in [h]\):

\[
h_{\max} = \frac{h_{\max}}{h^{2p}+1\gamma^{2h'}} \geq C \nu, \rho h'.
\]

**Case 2** \(h^{2p}\gamma^{2h} \geq 1\):

**Case 2.1** \(\gamma^{2\nu} \geq 1\):

\[
h_{\max} = \frac{h_{\max}}{h^{2p}+1\gamma^{2h}} \geq C \nu, \rho h
\]

**Case 2.2** \(\gamma^{2\nu} \leq 1\):

\[
h_{\max} = \frac{h_{\max}}{h^{2p}+1} \geq C
\]

Lemma 1 gives two conditions so that the cell containing a \(a^\ast \in A^\ast\) is opened at depth \(h\). This holds if (1) PlaT\(\gamma\)POOS opens, with \([h^{2p}\gamma^{2h}]\) evaluations, more cells at depth \(h\) than the number of near-optimal cells at depth \(h\) \(h_{\max}/(h^{2p}\gamma^{2h}) \geq C \nu, \rho h\) if \(\gamma^{2\nu} \geq 1\) and \(h_{\max}/h^{2p} \geq C\) if \(\gamma^{2\nu} \leq 1\); and (2) the \([h^{2p}\gamma^{2h}]\) evaluations are sufficient to discriminate the empirical average of near-optimal cells from the empirical average of sub-optimal cells \((b^{\gamma}h^{(4n/\delta)}/2^{p+1} \leq \nu h^{2p})\). To state the next theorems, we introduce \(\tilde{h}_1, \tilde{h}_2\) and \(\tilde{h}_3\) three positive real numbers satisfying respectively the equations:

\[
h_{\max}^{2p\gamma^{2h}} / (\tilde{h}_1 b^2 g_{n,b}^{\delta, R_{max}} \gamma^{2\nu_1}) = C \tilde{h}_1
\]

\[
h_{\max}^{2p\gamma^{2h}} / (\tilde{h}_2 b^2 g_{n,b}^{\delta, R_{max}}) = C\]

where \(g_{n,b}^{\delta, R_{max}} \triangleq p_{\max} \log(R_{max}^{n/2}(1-\delta))\). \(\tilde{h}_1\) is defined similarly in Equation 5 in Appendix D. The quantities \(\tilde{h}_1, \tilde{h}_2\) and \(\tilde{h}_3\) give the respective depths of deepest cell opened by PlaT\(\gamma\)POOS that contains a \(a^\ast\) with high probability in the cases \(\gamma^{2\nu} \geq 1\) and \(\gamma^{2\nu} \leq 1\). Additionally, \(\tilde{h}_1, \tilde{h}_2\) and \(\tilde{h}_3\) also let us characterize for which regime of the noise range \(b\) we recover results similar to the loss of the deterministic case. Discriminating on the noise regimes, we now state two of our results, Theorem 3 for a high noise and Theorem 4 for a low one. A more exhaustive list of results is in the Appendix D or in the Table 1.

**Theorem 3.** High-noise regime After \(n\) rounds, for any problem with associated \((\nu, \rho)\), and branching factor denoted \(\kappa = \kappa^\nu(\nu, \rho)\), if the noise \(b\) is high enough to verify both high-noise conditions as defined in the caption of Table 1, the simple regret of PlaT\(\gamma\)POOS obeys

\[
\mathbb{E} R_n = \begin{cases} 
\tilde{O} \left( \left( \frac{n}{\nu^{\gamma}} \right)^{-\frac{1}{2}} \right) & \text{if } \gamma^{2\nu} \leq 1, \\
\tilde{O} \left( \left( \frac{n}{\nu^{\gamma}} \right)^{-\log((1/\rho)^{\gamma})} \right) & \text{if } \gamma^{2\nu} > 1.
\end{cases}
\]

The proofs are in appendix D. They are quite technical but they are simply based on checking the conditions of Lemma 1 under different \(b, \rho, \gamma, \kappa\) regimes.

**Theorem 4.** Low-noise regime After \(n\) rounds, for any problem with associated \((\nu, \rho)\), and branching factor denoted \(\kappa = \kappa^\nu(\nu, \rho)\), if the noise \(b\) is low enough to verify both high-noise conditions as defined in the caption of Table 1, the simple regret of PlaT\(\gamma\)POOS obeys

\[
\mathbb{E} R_n = \begin{cases} 
\tilde{O} (\nu^{\gamma n}) & \text{if } \kappa = 1, \\
\tilde{O} \left( \nu^{\gamma n} \right)^{-\log((1/\rho)^{\gamma})} & \text{if } \kappa > 1.
\end{cases}
\]
Table 1. Rates of the our upper bounds on the simple regret of $\text{PlaT}^\gamma \text{POOS}$ in various classes of problems. The condition on noise (i) is whether the noise $b$ verifies $\nu^2 \rho^2 \overline{b}^2 / \left(2^{\frac{\nu}{\theta}} \tilde{b}^2 \overline{g}_{\nu, \rho} R_{\text{max}} \right) \leq 1$. The condition on noise (ii) is whether $\nu^2 \rho^2 \overline{b}^2 / \left(b^2 \overline{g}_{\nu, \rho} R_{\text{max}} \right) \leq 1$. The condition on noise (iii) is whether $\nu^2 \rho^2 \overline{b}^2 / \left(\overline{b}^2 \overline{g}_{\nu, \rho} R_{\text{max}} \right) \leq 1$. $m_{\nu, \gamma}(\frac{n}{b^2})$.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma^2 \kappa \leq 1$</th>
<th>$\gamma^2 \kappa \geq 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High noise</strong></td>
<td>$m_{\nu, \gamma}(\frac{n}{b^2}) \frac{\log(1/\rho)}{\log(\kappa)}$</td>
<td>$m_{\nu, \gamma}(\frac{n}{b^2}) \frac{\log(1/\rho)}{\log(\kappa)}$</td>
</tr>
<tr>
<td><strong>Low noise</strong></td>
<td>$m_{\nu, \gamma}(\frac{n}{b^2}) \frac{\log(1/\rho)}{\log(\kappa)}$</td>
<td>$m_{\nu, \gamma}(\frac{n}{b^2}) \frac{\log(1/\rho)}{\log(\kappa)}$</td>
</tr>
</tbody>
</table>

Worst-case comparison with $\text{OLOP}$ When $b$ is large and known: In Table 1, we give our results in various classes of problems depending on the whether $\gamma^2 \kappa \geq 1$, whether $\kappa = 1$ or $\kappa > 1$, and several conditions on the range of the noise $b$. The results for $\text{OLOP}$ were distinguishing the results based on $\gamma^2 \kappa$ being greater or smaller than 1. For this two cases we recover, as displayed in Table 1 with a grey background color, the same rate in term of $n$ (for instance taking $b = 1$ like in $\text{OLOP}$ and having $\rho = \gamma$ for the simple regret. However, we provide more specific treatment for sub-cases with associated improvements that we list and detail next.

Adaptation to the range of the noise $b$ without a prior knowledge Our analysis shows that $\text{PlaT}^\gamma \text{POOS}$ adapts favorably to the unknown range of noise. Already, in the standard cases discussed above, where the noise is large, our bound already adapts to the amount of noise as it scales with $n/b^2$. $\text{OLOP}$ requires an estimate $\tilde{b}$ of $b$ and has a regret scaling with $n/\tilde{b}^2$ which is problematic in case of a wrong estimate $\tilde{b} \gg b$. Moreover, we give technical conditions on the range of noise that shows when $\text{PlaT}^\gamma \text{POOS}$ gets improved rates. When $\gamma^2 \kappa \geq 1$, $\text{OLOP}$ was already obtaining rates that were the same as the rates of deterministic reward case. Therefore, beyond the $n/b^2$ improvement and the adaptation to extra smoothness that will be discussed latter, no more rate improvement should be expected. In the case $\gamma^2 \kappa \leq 1$, the improvement are even more striking. When the noise is very low instead of the $\text{OLOP}$ rate of $O(1/\sqrt{n})$, we obtain the deterministic rate of $\text{OPD}$ (Hren & Munos, 2008; Munos, 2014) which is either $n^{-\frac{\log(1/\rho)}{\log(\kappa)}}$ or $\rho^0$. These improved rates could not be obtained by $\text{OLOP}$. Indeed, $\text{OLOP}$ relies on upper confidence bound (UCB) that uses a range of the noise $\tilde{b}$ as input,

$$\pi(a) = \mathcal{O}\left(\tilde{u}(a) + \sum_{h=0}^{h(a) - 1} \gamma^h \tilde{b} \sqrt{\frac{1}{\mathcal{F}[a]} + R_{\text{max}} \gamma^{h(a)}}\right).$$

This works if $\tilde{b} = b$. However the true $b$ is unknown. If $b = 0$, using any $\tilde{b} > 0$ will not result in an improved rate.

Adaptation to additional smoothness $\nu$ and $\rho$ beyond $\gamma$ As defined in Section 2, we aim to adapt to the true smoothness $\nu, \rho$ of $V$ which can go beyond $\gamma$. Our bounds show that $\text{PlaT}^\gamma \text{POOS}$ is able to take advantage of $\nu, \rho$ in a large portion of cases. In most cases in the rate the $\gamma$ in $\text{OLOP}$ is replaced by $\rho$ in $\text{PlaT}^\gamma \text{POOS}$. In the case where $\gamma^2 \kappa \geq 1$ we have $r_{\text{OLOP}} = O\left(n^{-\frac{\log(1/\rho)}{\log(\gamma)}}\right) \leq O\left(n^{-\frac{\log(\gamma^2 \kappa)}{\log(\gamma)}}\right) = \rho^{\text{PlaT}^\gamma \text{POOS}}$.

Adaptation to the deterministic case and $\kappa = 1$ $\text{PlaT}^\gamma \text{POOS}$ adapts to the branching factor of the problem $\kappa$ in a way that, under low noise conditions, leads to an exponentially decreasing simple regret $r_{\text{PlaT}^\gamma \text{POOS}} = O(\nu^\gamma \sqrt{n})$. This is a light-years improvement over $\text{OLOP}$ in these conditions as $\text{OLOP}$’s regret is at best $r_{\text{OLOP}} = O(\nu^{-1/2})$. This result is possible because $\text{PlaT}^\gamma \text{POOS}$ can explore much deeper than $\text{OLOP}$, as its maximal depth is of order $n$. Actually, in most scenarios, the actual larger depth explored will be of order $\sqrt{n}$ due to sample limitations. On the other hand, $\text{OLOP}$ can only go log $n$ deep.

Moreover, $\kappa = 1$ is a common case in planning. Indeed, as discussed by Bubeck & Munos (2010), $\kappa = 1$ is equivalent to having near-optimal dimension $d = 0$ in an optimization task (Munos, 2014) which is a common value as shown by Valko et al. (2013). Therefore, we expect the case when $\gamma^2 \kappa \leq 1$, that is, where we get the most significant improvement other $\text{OLOP}$, to be the most common in practice.

The reset condition The effect of the reset condition, as discussed in Section 4, affects, in the stochastic reward case, $\text{PlaT}^\gamma \text{POOS}$ as follows. First, all polynomial rates stay the same. Then, only the exponential rates change. A $\rho^0$ rate without the condition becomes a $\rho^{\gamma \sqrt{n}}$ with it. Next, a $\rho^\gamma$ rate becomes a $\rho^{n^{1/3}}$ one.
6. Numerical experiments

In this section, we empirically illustrate the benefits of PLaTγPOOS. We chose a simple MDP, shown in Figure 5. In this MDP, a state \( x = (\text{bin}, d) \) is a pair of a binary variable \( \text{bin} \) and a non-negative integer \( d \). The MDP has two actions that are also a binary variable \( a \). If \( \text{bin} \neq a \), the base reward is 2, in which case, the next state is \((a, 0)\). Otherwise, if \( \text{bin} = a \), then \( r = d \) and the next state is \((a, d + 1)\). The reward is then shifted by adding 100 to it so that the noises with different ranges can be added on top without making the reward negative.

\[
\begin{align*}
\text{return} & = \#\text{consecutive visits to state 0} \\
\text{return} & = \#\text{consecutive visits to state 1}
\end{align*}
\]

Figure 5. MDP used for experiments

The initial state is \((0, 0)\). Therefore, the agent has a choice. It can, for instance, remain in the same binary state \( \text{bin} \), starting with a null reward but see its instant reward growing with time if it keeps taking the same action in the future. Alternatively, it could greedily switch to the other binary state \( \text{bin} \) and obtain a reward of 2 but delaying the hope of obtaining growing reward as in the first scenario. We set \( \gamma = 0.95 \). Therefore \( R_{\text{max}} \approx 130 \).

Figure 4 reports the results. All the figures show the cumulative discounted return collected by OLOP and PLaTγPOOS after having interacted for 20 steps with the MDP, having chosen each time an action following their planning strategy and then being transferred to the state resulting of applying the recommended action in the current state and therefore also collecting a reward that is composing the final return.

Note that the return reported are shifted in order to not take into account the 100 fixed part of each the reward. The figures in the top row, as well as the figure at the bottom left, reports the comparison between the two returns of OLOP and PLaTγPOOS for different ranges of noise \( b \). PLaTγPOOS is systematically outperforming OLOP while in this case OLOP is given as input parameters the correct \( \tilde{R}_{\text{max}} \), with \( \tilde{R}_{\text{max}} = R_{\text{max}} \) and the correct range of the noise \( b \) as \( \tilde{b} = b \).

In Figure 4, bottom center and right, we illustrate the sensitivity of OLOP to misleading input parameters. Notice that the performance of OLOP is very vulnerable to these mis-specifications while PLaTγPOOS is not using such inputs.
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We first define and consider event $\xi$. We need to add the additional evaluation for the cross-validation at the end, hence in total the budget is not more than $C$. Proofs of the lemmas use a Azuma-Hoeffding concentration inequality.

Let $v(a) \geq v^* - \varepsilon$ then we have $u(a) \geq v(a) - \gamma^h/1 - \gamma \geq v^* - \varepsilon - \gamma^h/1 - \gamma$. Similarly we have, for any global optimum, for $h \geq 0$, $N^h_v(\varepsilon) \leq N^h_v(\varepsilon + \frac{\gamma^u}{1 - \gamma})$. Using the Definition 2 we obtain the claimed result.

### B. PlaTγPOOS is not using a budget larger than $n + 1$

Notice, for any given depth $h \in [1 : h_{\text{max}}]$, PlaTγPOOS never uses more evaluations than $(p_{\text{max}} + 1)\frac{h_{\text{max}}}{h}$ as

$$\sum_{p=0}^{\left\lfloor \log_2(h_{\text{max}}/\left[ h^2 \varepsilon^2 \right]) \right\rfloor} \frac{h_{\text{max}}}{h} \left\lfloor h^2 p \varepsilon^2 \right\rfloor \leq \left\lfloor \log_2(h_{\text{max}}/\left[ h^2 \varepsilon^2 \right]) \right\rfloor + 1 \frac{h_{\text{max}}}{h}$$

Summing over the depths, PlaTγPOOS never uses more evaluations than the budget $n + 1$ during its depth exploration as

$$1 + (p_{\text{max}} + 1) \sum_{h=1}^{h_{\text{max}}} \frac{h_{\text{max}}}{h} \leq 1 + (p_{\text{max}} + 1) h_{\text{max}} \sum_{h=1}^{h_{\text{max}}} \frac{1}{h} = 1 + h_{\text{max}} \log(h_{\text{max}})(p_{\text{max}} + 1) \leq 1 + h_{\text{max}}(p_{\text{max}} + 1)^2 \leq n/2 + 1.$$

We need to add the additional evaluation for the cross-validation at the end,

$$\sum_{p=0}^{p_{\text{max}}} \sum_{t=0}^{t_{\text{max}}} \frac{(t + 1)2^t h_{\text{max}}^2}{(1 - \gamma^2)^2} \leq \sum_{p=0}^{p_{\text{max}}} \frac{n}{2(\log_2 n + 1)^2} \leq \frac{n}{2}.$$

Therefore, in total the budget is not more than $n/2 + n/2 + 1 = n + 1$. Again notice we use the budget of $n + 1$ only for the notational convenience, we could also use $n/4$ for the evaluation in the end to fit under $n$ (it’s important that the amount of openings is linear in $n$).

### C. Proofs of the lemmas

We first define and consider event $\xi$ and prove it holds with high probability. The proof of the following lemmas can be found in Appendix C.

**Lemma 2.** Let $C$ be the set of sequence of actions evaluated by PlaTγPOOS during one of its runs. $C$ is a random quantity. Let $\xi$ be the event where all average estimates for the reward of the state-action pairs receiving at least one evaluation from PlaTγPOOS are within their classical confidence interval, then $P(\xi) \geq 1 - \delta$, where

$$\xi \triangleq \left\{ \forall a \in C, \forall h \in [2 : h(a)], p \in [0 : p_{\text{max}}] : \begin{array}{l}
\text{if } T_{a[p]} \geq \left\lceil (h - 1)2^p \gamma^{2(h-1)} \right\rceil,
\text{then } |\hat{u}(a) - u(a)| \leq \sqrt{p_{\text{max}} \log(4n/\delta)}
\end{array}\right\}.$$
We denote $\forall h \in [0 : h_{\text{max}}]$, $p \in [0 : p_{\text{max}}] : a^{i,h,p} \in C$ the $i$-th evaluated node of depth $h$ such that $\forall t \in [2 : h], T_{a^{i,h,p}} \geq \lceil (t - 1)2p\gamma^t \rceil$. Note that in PlaTγPOOS we have $T_{a^{i,h,p}} = h_{\text{max}}$.

Though $a^{i,h,p}$ is random, we study the quantity $|\tilde{u}(a^{i,h,p}) - u(a^{i,h,p})|$. We recall that

$$\tilde{u}(a^{i,h,p}) - u(a^{i,h,p}) = \sum_{t=0}^{h-1} \gamma^t (\tilde{r}_t(a^{i,h,p}) - r_t(a^{i,h,p}))$$

(2)

$$= \sum_{t=0}^{h-1} \sum_{s=0}^{T_{a^{i,h,p}} - 1} \frac{T_{a^{i,h,p}}}{T_{a^{i,h,p}}} r_{t,s} - r_t(a^{i,h,p})$$

(3)

This quantity is composed of the elements $\tilde{r}_{t,s} - r_t(a^{i,h,p})$ that form a martingale.

Therefore using a Azuma-Hoeffding concentration inequality with a union bound already on the values of $T$ we have

$$P\left(|\tilde{u}(a^{i,h,p}) - u(a^{i,h,p})| \leq b \sqrt{\sum_{t=0}^{h-1} \gamma^t \log(p_{\text{max}}/\delta)} \right) \geq 1 - \delta/p_{\text{max}}$$

Moreover we have for all $h \geq t > 1$,

$$\frac{\gamma^{2t}}{T_{a^{i,h,p}}} \leq \frac{\gamma^{2t}}{t2p\gamma^{2t}} \leq \frac{\gamma^{2t}}{t2p\gamma^{2t}} = \frac{1}{t2p}$$

(4)

For $t = 0$, $\frac{\gamma^{2t}}{T_{a^{i,h,p}}} = \frac{1}{p_{\text{max}}} \leq \frac{1}{2p}$ for all $p \leq p_{\text{max}}$.

Therefore we have

$$P\left(|\tilde{u}(a^{i,h,p}) - u(a^{i,h,p})| \leq b \sqrt{\log h_{\text{max}} \log(\delta^2/\delta)} \right) \geq 1 - \delta/\delta$$

Then we had an extra union bound other all cells that is bounded by $n$

\[\square\]

**Lemma 3.** For any planning problem with associated $(\nu, \rho)$ (see Property 1), on event $\xi$, for any depths $h \in [h_{\text{max}}]$ for any $p \in [0 : \lceil \log_2(h_{\text{max}}/(h^2\gamma^{2h})) \rceil]$, we have $\perp_{h,p} = h$ if conditions (1) and (2) simultaneously hold true.

1. \[b \sqrt{\log(4n/\delta)/2p+1} \leq \mu p^h\]
2. \[\text{For all } h' \in [h], h_{\text{max}}/(h'2p\gamma^{2h'}) \geq Ck(\nu, \rho)^{h'}\]

Finally we have $\perp_{0,p} = 0$.

**Proof.** We place ourselves on event $\xi$ defined in Lemma 2 and for which we proved that $P(\xi) \geq 1 - \delta$. We fix $p$.

We prove the statement of the lemma, given that event $\xi$ holds, by induction in the following sense. For a given $h$ and $p$, we assume the hypotheses of the lemma for that $h$ and $p$ are true and we prove by induction that $\perp_{h',p} = h'$ for $h' \in [h]$.

1. For $h = 0$, we trivially have that $\perp_{h,p} \geq 0$.
2. Now consider $h' > 0$, and assume $\perp_{h'-1,p} = h' - 1$ with the objective to prove that $\perp_{h',p} = h'$.

Therefore, at the end of the processing of depth $h' - 1$, during which we were opening the nodes of depth $h' - 1$ we managed to open an optimal node that we denote $a^{*h'-1} \in A^{*h'-1}$. Moreover if we consider all the sequence of actions $b$ that one can build by appending any action in $A$ to $a^{*h'-1} \in A^{*h'-1}$, we have for all such $b$ that $T_{b[t]} \geq \lceil (t - 1)2p\gamma^{t-1} \rceil$ for $t \in [h']$. 
We distinguish cases and express the condition in each:

During phase $h'$ the $\left[ h_{\text{max}} / \left( h' \left[ h'2^p \gamma h' \right] \right) \right]$ evaluated nodes from $A^{h'-1}$ with highest values $\{\tilde{a}(h'-1,i)\}_{h'-1,i}$ are opened.

For the purpose of contradiction, let us assume that $a_{[h]}^*$ is not one of them. This would mean that there exist at least $\left[ h_{\text{max}} / \left( h' \left[ h'2^p \gamma h' \right] \right) \right]$ nodes from $A^{h'}$, distinct from $a_{[h]}^*$, satisfying $\tilde{a}(h',i) \geq \tilde{a}(h',i)$ and each verifying $T_a(h,i) \geq \left[ (2p \gamma)^t \right]$ for $t \in [h']$. This means that, for these nodes we have: $u(a_{h,i}) + \nu \rho^h \geq u(a_{h,i}) + \nu \rho^h$ (a) holds. As (a) is by assumption of the lemma, (b) is because of (a). However, by assumption of the lemma $h_{\text{max}} / \left( h' \left[ h'2^p \gamma h' \right] \right) \geq C \nu \rho^h$. It follows that in general $N^u_{h'}(3 \nu \rho^h) \geq C \nu \rho^h$. This leads to having a contradiction with the $\kappa^u(\nu, \rho)$ with associated constant $C$ as defined in Definition 2. Indeed, the condition $N^u_{h'}(3 \nu \rho^h) \leq C \nu \rho^h$ in Definition 2 is equivalent to the condition $N^u_{h'}(3 \nu \rho^h) \leq \left[ C \nu \rho^h \right]$ as $N^u_{h'}(3 \nu \rho^h)$ is an integer.

**Lemma 1.** For any planning problem with associated $(\nu, \rho)$ (see Property 1), on event $\xi$ defined in Appendix C, for any depths $h \in [h_{\text{max}}]$ and for any $p \in [0 : \left\lfloor \log_2(h_{\text{max}} / (h^22^p \gamma h^2)) \right\rfloor]$, we have $\nu \rho^h$ if conditions (1) and (2) simultaneously hold true.

(1) $b \sqrt{\log(4n/\delta)} / 2^{p+\xi} \leq \nu \rho^h$

(2) We distinguish cases and express the condition in each:

**Case 1**

\[ \frac{h_{\text{max}}}{h} h [ h 2^p \gamma h^2 ] \geq C \nu \rho^h \]

And for all $h' \in [h]$, \[ \frac{h_{\text{max}}}{h} h [ h 2^p \gamma h^2 ] \geq C \nu \rho^h. \]

**Case 2**

$2^p \gamma h^2 \geq 1$:

**Case 2.1** $\gamma^2 \nu^u \geq 1$:

\[ \frac{h_{\text{max}}}{h} h [ h 2^p \gamma h^2 ] \geq C \nu \rho^h \]

**Case 2.2** $\gamma^2 \nu^u \leq 1$:

\[ \frac{h_{\text{max}}}{h} h [ h 2^p \gamma h^2 ] \geq C. \]

**Proof.** To prove this statement we just need to show that we verify the hypotheses of Lemma 3. This means we need to prove that for all $h' \in [h]$, $h_{\text{max}} / (h' h^22^p \gamma h^2) \geq C \nu \rho^h$.

We first consider the case 2) where $h2^p \gamma h^2 \geq 1$. If $h = 1$ we already know $\nu \rho^h \geq 0$. Let us now look at the case $h > 1$. First notice that $h2^p \gamma h^2 \geq 1$ gives $(h-1)2^p \gamma h^2(h-1) \geq 1$. If $\gamma^2 \nu^u \geq 1$ we have that for all $h' \in [h-1]$, \[ \frac{h_{\text{max}}}{h} h [ h 2^p \gamma h^2 ] \geq C \nu \rho^h \]

If $h > 1$, and if $\gamma^2 \nu^u \leq 1$ we have that for all $h' \in [h-1]$, \[ \frac{h_{\text{max}}}{h} h [ h 2^p \gamma h^2 ] \geq C \nu \rho^h \]

For both $\gamma^2 \nu^u \leq 1$ and $\gamma^2 \nu^u \geq 1$, we then have,

\[ \frac{h_{\text{max}}}{h} h [ h 2^p \gamma h^2 ] \geq C \nu \rho^h \]
as \( h2^p \gamma^{2h} \geq 1 \).

For both \( \gamma^2 \kappa^u \leq 1 \) and \( \gamma^2 \kappa^u \geq 1 \), the previous equations mean that for \( h' \in [h - 1] \), \( h' \) verifies \( h_{\text{max}}/h2^p + 1 \gamma^{2h'} \geq C \kappa(\nu, \rho) h' \geq 1 \). Therefore \( p \leq \left\lfloor \log_2(h_{\text{max}}/(h2^p \gamma^{2h'})) \right\rfloor \).

We now consider case 1) where \( h2^p \gamma^{2h} \leq 1 \). We prove by induction that for all \( h' \in [h] \), \( h_{\text{max}}/\left(h'2^p \gamma^{2h'}\right) \geq C \kappa(\nu, \rho) h' \).

1° By assumption of the lemma we say: \( h_{\text{max}}/\left(h2^p \gamma^{2h}\right) \geq C \kappa(\nu, \rho) h \)

2° We further assume \( h_{\text{max}}/\left(h'2^p \gamma^{2h'}\right) \geq C \kappa(\nu, \rho) h' \) is true for some \( h' \leq h \) with \( h'2^p \gamma^{2h'} \leq 1 \)

We want to prove that either:

both \((h' - 1)2^p \gamma^{2(h' - 1)} \leq 1\) and \(h_{\text{max}}/\left((h' - 1)2^p \gamma^{2(h' - 1)}\right) \geq C \kappa(\nu, \rho) h' - 1\)

or \((h' - 1)2^p \gamma^{2(h' - 1)} \geq 1\)

then \( h_{\text{max}}/\left(h'' \left(h''2^p \gamma^{2(h'')}\right)\right) \geq C \kappa(\nu, \rho) h'' \) is already true for all \( h'' \in [h'] \). If \( (h' - 1)2^p \gamma^{2(h' - 1)} = 1 \) then we have

\[
\frac{h_{\text{max}}}{(h' - 1)} \geq \frac{h_{\text{max}}}{h'} \geq C \kappa(\nu, \rho) h' \geq C \kappa(\nu, \rho) h' - 1
\]

If \( (h' - 1)2^p \gamma^{2(h' - 1)} > 1 \), then we have that

\[
h_{\text{max}}/\left(h' \left((h' - 1)2^p \gamma^{2(h' - 1)}\right)\right) \geq C \kappa(\nu, \rho) h' - 1
\]

Using this inequality we can now use Case 2) to have that:

\( h_{\text{max}}/\left(h'' \left(h''2^p \gamma^{2(h'')}\right)\right) \geq C \kappa(\nu, \rho) h'' \) is already true for all \( h'' \in [h'] \).

The previous equations mean that for \( h' \in [h - 1] \), \( h' \) verifies \( h_{\text{max}}/\left(h2^p + 1 \gamma^{2h'}\right) \geq C \kappa(\nu, \rho) h' \geq 1 \). Therefore \( p \leq \left\lfloor \log_2(h_{\text{max}}/(h2^p \gamma^{2h'})) \right\rfloor \).

\[\square\]

D. Proof of Theorem 3 and Theorem 4

**Theorem 3.** **High-noise regime** After \( n \) rounds, for any problem with associated \((\nu, \rho)\), and branching factor denoted \( \kappa = \kappa^u(\nu, \rho) \), if the noise \( b \) is high enough to verify both high-noise conditions as defined in the caption of Table 1, the simple regret of PlaTγPOOS obeys

\[
\mathbb{E}r_n = \begin{cases} 
\widetilde{O}\left(\left(\frac{n}{\rho}\right)^{-\frac{1}{2}}\right) & \text{if } \gamma^2 \kappa \leq 1, \\
\widetilde{O}\left(\left(\frac{n}{\rho}\right)^{-\frac{\log(1/\rho)}{\log(\gamma^2 \kappa / \rho^2)}}\right) & \text{if } \gamma^2 \kappa > 1.
\end{cases}
\]

**Theorem 4.** **Low-noise regime** After \( n \) rounds, for any problem with associated \((\nu, \rho)\), and branching factor denoted \( \kappa = \kappa^u(\nu, \rho) \), if the noise \( b \) is low enough to verify both high-noise conditions as defined in the caption of Table 1, the simple regret of PlaTγPOOS obeys

\[
\mathbb{E}r_n = \begin{cases} 
\widetilde{O}(\nu_p^n) & \text{if } \kappa = 1, \\
\widetilde{O}\left(\nu \left(\frac{n}{\rho}\right)^{-\frac{\log(1/\rho)}{\log(\kappa)}}\right) & \text{if } \kappa > 1.
\end{cases}
\]
We set the notation 

We have for all 

We chose 

Step 1) General definition of the regret

We first place ourselves on the event \( \xi \) defined in Lemma 2 and where it is proven that 

For the rest of proof we want to lower bound 

Additionally the smallest solution might be hard to express in a close form when \( \gamma \).

From the previous inequality we have 

\[ r_n = v^* - Q^*(x, a^n) \leq \nu \rho h_{\max, p} + 1 + 2 \frac{b}{1 - \gamma^2} \sqrt{\max_t \log(R_{max} n^{3/2}/b)} \] 

for \( p \in [0 : p_{max}] \).

Step 2) Defining some important depths

For the rest of proof we want to lower bound \( \max_{p \in [0 : p_{max}]} h_{\max, p} \). Lemma 3 and 1 provide some sufficient conditions on \( p \) and \( h \) to get lower bounds. These conditions are inequalities in which as \( p \) gets smaller (fewer samples) or \( h \) gets larger (more depth) these conditions are more and more likely not to hold. For our bound on the regret of PlaT\( \gamma \)POOS to be small, we want quantities \( p \) and \( h \) where the inequalities hold but using as few samples as possible (small \( p \)) and having \( h \) as large as possible. Therefore we are interested in determining when the inequalities flip signs which is when they turn to equalities. This is what we solve next.

We set the notation 

\[ g_{n, b} = \max_t \log(R_{max} n^{3/2}/b(1 - \delta)). \]

In its most general form we are interested in the real numbers \( \hat{h} \) and \( \tilde{p} \) are such that \( \hat{h} \) is the larger real number such that for all \( h \leq \hat{h} \)

where (a) is because the actions at time \( t \), \( a_t(n, p) \), of the candidate \( a(n, p) \) have been evaluated \((t + 1)\gamma^k \max_h h_{\max, p} \) times and because \( \xi \) holds, (b) is because \( a_{\max, p}^{\gamma\max_h} \in \{ a \in A^* : \forall t \in [2 : h(a)], T_{a_t} \geq \lceil (t - 1)2\gamma^2(t - 1) \rceil \} \) and \( a^p = \arg \max_{a \in A^* : \forall t \in [2 : h(a)], T_{a_t} \geq \lceil (t - 1)2\gamma^2(t - 1) \rceil \} \).

From the previous inequality we have 

From the previous inequality we have 

\[ \frac{\hat{h}_{max}}{h^{2}\gamma^2 + 1} \geq C \kappa(\nu, \rho)^h \quad \text{while} \quad b \sqrt{\frac{\hat{g}_{n, b} R_{max}}{2\tilde{p}}} = \nu \rho \hat{h} \]

\[ \frac{\hat{h}_{max} \nu^2 \rho 2\hat{h}_{1}}{2h_1^2 \gamma^2 g_{n, b}^2} = C \kappa \hat{h}_{1} \quad \text{and} \quad b \sqrt{\frac{\hat{g}_{n, b} R_{max}}{2\tilde{p}}}, \gamma^2. \]

In the case \( \gamma^2 \kappa \leq 1 \) the previous equation can possess two solutions where the largest of these two solutions will not verify Equation 5. Additionally the smallest solution might be hard to express in a close form when \( \gamma^2 \kappa \leq 1 \). Therefore for
We denote where standard

\[ \frac{h_{\text{max}}^2 \rho^2 h_2}{2 h_3^2 b^2 g_{n,b}^e R_{\text{max}}} = C \quad \text{and} \quad b \sqrt{\frac{\delta R_{\text{max}}}{2 p_2}} = \nu \tilde{h}_2. \] (7)

\( \tilde{h}_1 \) and \( \tilde{p}_1 \) are defined for the case \( \gamma^2 \kappa \geq 1 \) while \( \tilde{h}_2 \) and \( \tilde{p}_2 \) are defined for the case \( \gamma^2 \kappa \leq 1 \). Our approach is to solve Equation 6 and 7 and then verify that it gives a valid indication of the behavior of our algorithm in term of its optimal \( p \) and \( h \). We have

\[ \tilde{h}_1 = \frac{2}{\log(\gamma^2 \kappa/\rho^2)} W \left( \frac{\log(\gamma^2 \kappa/\rho^2)^2}{2} \right) \]

\[ \tilde{h}_2 = \frac{2}{\log(1/\rho^2)} W \left( \frac{\log(1/\rho^2)^2}{2} \right) \]

where standard \( W \) is the Lambert \( W \) function.

However after a close look at the Equation 7, we notice that it is possible to get values of \( \tilde{p} \) and \( \tilde{h} \) which would lead to a number of evaluations \( \tilde{h} 2^{\tilde{p}} \tilde{h} < 1 \). This actually corresponds to an interesting case when the noise has a small range and where we can expect to obtain an improved result, that is: obtain a regret rate close to the deterministic case. This low range of noise case then has to be considered separately.

Therefore, we distinguish two cases which correspond to different noise regimes depending on the value of \( b \). Looking at the equation on the right of (7), we have that \( \tilde{h} 2^{\tilde{p}} \tilde{h} < 1 \) if \( \frac{\nu^2 \rho^2 h_{\text{max}}}{2 \gamma^2 h_3^2 b^2 g_{n,b}^e R_{\text{max}}} > 1 \). Based on this condition we now consider the two cases. However for both of them we define some generic \( \bar{h} \) and \( \bar{p} \).

**Case 1) \( \gamma^2 \kappa \geq 1 \):** Note that in this case then \( \kappa > 1 \). We subdivide this case into multiple subcases:

**Case 1.1) Noise regime**

\[ \frac{\nu^2 \rho^2 \gamma^2}{\gamma^2 h_1 b^2 g_{n,b}^e R_{\text{max}}} \leq 1 \]

**Case 1.1.1) High-noise regime**

\[ \frac{\nu^2 \rho^2 \gamma^2}{b^2 g_{n,b}^e R_{\text{max}}} \leq 1 \]

In this case, we denote \( \bar{h}_1 = \tilde{h}_1 \) and \( \bar{p}_1 = \tilde{p}_1 \). As \( \frac{\nu^2 \rho^2 \gamma^2}{b^2 g_{n,b}^e R_{\text{max}}} \leq 1 \) by construction, we have \( \bar{p}_1 \geq 0 \). Using standard properties of the \( \lfloor \cdot \rfloor \) function, we have

\[ b \sqrt{\frac{\delta R_{\text{max}}}{2 \bar{p}_1}} \leq b \sqrt{\frac{\delta R_{\text{max}}}{2 \bar{p}_1 + 1}} \leq \nu \rho \bar{h}_1 \leq \nu \rho \bar{p}_1 \] (8)

and

\[ \frac{h_{\text{max}}}{\bar{h}_1} \left\lfloor \frac{\tilde{h}_1}{\bar{p}_1 + 1} \right\rfloor < \frac{h_{\text{max}}}{\bar{h}_1} \left\lfloor \frac{\tilde{h}_1}{\bar{p}_1 + 1} \gamma^2 \right\rfloor \]

\[ \geq 0 \]

\[ \frac{h_{\text{max}}}{\bar{h}_1} \left\lfloor \frac{\tilde{h}_1}{\bar{h}_1} \right\rfloor 2^{\bar{p}_1 + 1} \gamma^2 h_1 \]

\[ = C \kappa \bar{h}_1 \geq C \kappa \left\lfloor \bar{h}_1 \right\rfloor \]

We will verify that \( \left\lfloor \bar{h}_1 \right\rfloor \) is a reachable depth by \texttt{PlaT\gamma POOS} in the sense that \( \bar{h} \leq h_{\text{max}} \) and \( \bar{p} \leq \left\lfloor \log_2 (h_{\text{max}}/(h^2 \gamma^{2h})) \right\rfloor \) and . As \( \kappa < 1 \) and \( \bar{h} \geq 0 \) we have \( \kappa^h \geq 1 \). This gives \( C \kappa^h \geq 1 \). Finally as \( \frac{h_{\text{max}}}{h^2 2^{\bar{p} + 1} \gamma^2} \geq C \kappa^h \), we have \( h^2 \gamma^{2h} \leq h_{\text{max}}/2 \bar{p} \).

**Case 1.1.2) Low-noise regime**

\[ \frac{\nu^2 \rho^2 \gamma^2}{b^2 g_{n,b}^e R_{\text{max}}} \geq 1 \]

We denote \( \bar{h} = \bar{h}_1 \) and \( \bar{p} = \bar{p}_1 \) where \( \bar{h} \) and \( \bar{p} \) verify,

\[ \frac{h_{\text{max}}}{2 \bar{h}_1^2 \gamma^{2\bar{p}_1}} = C \kappa \bar{h}_1 \quad \text{and} \quad \bar{p}_1 = 0. \] (9)
We denote again, \( \frac{h_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2}} \geq 1 \).

Using standard properties of the \([\cdot]\) function, we have

\[
b \sqrt{\frac{\delta R_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2} h_{\max}} < \nu \rho_{\tilde{h}_1}^{(a)} \leq \nu \rho_{\tilde{h}_1} \leq \nu \rho_{\tilde{h}_1}}
\]

where \( (a) \) is because of the following reasoning. As we have \( \frac{h_{\max} \rho_{\tilde{h}_1}^{(a)}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2} h_{\max}} = C \gamma^2 h_1 \) and \( \frac{\rho_{\tilde{h}_1}^{(a)}}{\gamma^2 h_1^{\gamma^2} h_{\max}} \geq 1 \), then, \( \frac{h_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2}} \leq C \gamma^2 h_1 \). From the inequality \( \frac{h_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2}} \leq C \gamma^2 h_1 \), we deduce that \( \tilde{h}_1 \leq \tilde{h}_1 \), since the left term of the inequality decreases with \( h \) while the right term increases \( (\gamma^2 h_1 \geq 1) \).

Having \( \tilde{h}_1 \leq \tilde{h}_1 \) gives \( \rho_{\tilde{h}_1} \geq \rho_{\tilde{h}_1} \).

Moreover, the term \( \log(\gamma^2 h_1) \) of \( \tilde{h}_1 \) could lead to think that we could potentially obtain a better rate that in the deterministic case where the term is \( \log(\gamma^2 h_1) \). However this is not true because as \( \tilde{h}_1 \) is the solution of

\[
\tilde{h}_1 = \frac{h_{\max} \log(\gamma^2 h_1)}{2\gamma^2 h_1} + \frac{h_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2}} = C \gamma^2 h_1 \quad \text{and} \quad \rho_{\tilde{h}_1} = \max(0, \rho_{\tilde{h}_1}).
\]

\[
\tilde{h}_1 = \frac{1}{\log(\gamma^2 h_1)} W \left( \frac{h_{\max} \log(\gamma^2 h_1)}{2C} \right)
\]

Using standard properties of the \([\cdot]\) function, we have

\[
b \sqrt{\frac{\delta R_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2} h_{\max}} < \nu \rho_{\tilde{h}_1}^{(a)} \leq \nu \rho_{\tilde{h}_1} \leq \nu \rho_{\tilde{h}_1}}
\]

where \( (a) \) is because of the following reasoning. As we have \( \frac{h_{\max} \rho_{\tilde{h}_1}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2} h_{\max}} = C \gamma^2 h_1 \) and \( \frac{\rho_{\tilde{h}_1}}{\gamma^2 h_1^{\gamma^2} h_{\max}} \geq 1 \), then, \( \frac{h_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2}} \leq C \gamma^2 h_1 \). From the inequality \( \frac{h_{\max}}{2\tilde{h}_1^{\gamma^2} \gamma^2 h_1^{\gamma^2}} \leq C \gamma^2 h_1 \), we deduce that \( \tilde{h}_1 \leq \tilde{h}_1 \), since the left term of the inequality decreases with \( h \) while the right term increases \( (\gamma^2 h_1 \geq 1) \).

Having \( \tilde{h}_1 \leq \tilde{h}_1 \) gives \( \rho_{\tilde{h}_1} \geq \rho_{\tilde{h}_1} \).

Case 2.1) Noise regime \( \frac{\nu^2 \rho_{\tilde{h}_1}^{\gamma^2 h_1^{\gamma^2} h_{\max}}}{\gamma^2 h_1^{\gamma^2} h_{\max}} \leq 1 \)

Case 2.1.1) High-noise regime \( \frac{\nu^2 \rho_{\tilde{h}_1}^{\gamma^2 h_1^{\gamma^2} h_{\max}}}{\gamma^2 h_1^{\gamma^2} h_{\max}} \leq 1 \)

In this case, we denote \( \tilde{h} = \tilde{h}_2 \) and \( \tilde{p} = \bar{p}_2 \). As \( \frac{\nu^2 \rho_{\tilde{h}_1}^{\gamma^2 h_1^{\gamma^2} h_{\max}}}{\gamma^2 h_1^{\gamma^2} h_{\max}} \leq 1 \) by construction, we have \( \bar{p}_2 \geq 0 \). Using standard properties of the \([\cdot]\) function, we have

\[
b \sqrt{\frac{\delta R_{\max}}{2\bar{p}_2} + 1} \leq b \sqrt{\frac{\delta R_{\max}}{2\bar{p}_2}} = \nu \rho_{\tilde{h}_2} \leq \nu \rho_{\tilde{h}_2}
\]
We denote $h$ is a reachable depth by PlaTγPOOS in the sense that $\bar{h} \leq h_{\text{max}}$ and $|\tilde{p}| \leq |\log_2(h_{\text{max}}/(h^2\gamma h))|$. As $\kappa < 1$, and $\bar{h} \geq 0$ we have $\kappa^\bar{h} \geq 1$. This gives $C\kappa^\bar{h} \geq 1$. Finally as $h_{\text{max}}/(h^2\gamma h) \leq h_{\text{max}}/2\tilde{p}$.

**Case 2.1.2) Low-noise regime 1 $\nu^2\rho^2\gamma h^2 \geq 1$**

We denote $\tilde{h} = \overline{h}_2$ and $\tilde{p} = \overline{p}_2$ where $\tilde{h}$ and $\tilde{p}$ verify,

$$\frac{h_{\text{max}}}{2\bar{h}_2^2} = C \quad \text{and} \quad \bar{p}_2 = 0. \quad (14)$$

Again, $\frac{h_{\text{max}}}{2\bar{h}_2^2\gamma h^2} \geq 1.

Using standard properties of the $\lfloor \cdot \rfloor$ function, we have

$$b\sqrt{b_2^\delta R_{\max}} \leq b\sqrt{b_2^\delta R_{\max}} < \nu \rho \tilde{h}_2 \leq \nu \rho \tilde{p}_2 \leq \nu \rho |\tilde{p}_2| \quad (15)$$

where (a) is because of the following reasoning. As we have $h_{\text{max}}^2/2\bar{h}_2^2\gamma h^2 \geq C$ and $\nu^2\rho^2\gamma h^2 \geq 1$, then, $h_{\text{max}}^{\bar{h}_2} \leq C$. From the inequality $h_{\text{max}}^{\bar{h}_2} \leq C$ and the fact that $\overline{h}_2$ corresponds to the case of equality $h_{\text{max}}^{\overline{h}_2} = C$, we deduce that $\overline{h}_2 \leq \bar{h}_2$, since the left term of the inequality decreases with $h$ while the right term stays constant. Having $\overline{h}_2 \leq \bar{h}_2$ gives $\rho \tilde{p}_2 \geq \rho \tilde{h}_2$.

**Case 2.2) Low noise regime 2 $\nu^2\rho^2\gamma h^2 \geq 1$**

We denote $\tilde{h} = \overline{h}_2$ and $\tilde{p} = \overline{p}_2$ where $\tilde{h}$ and $\tilde{p}$ verify,

$$\frac{h_{\text{max}}}{\bar{h}_2} = C\kappa^{\overline{h}_2} \quad (16)$$

$$\overline{h}_2 = \frac{1}{\log(C)} W \left( \frac{h_{\text{max}} \log(\kappa)}{C} \right) \quad (17)$$

By construction, we have $\overline{h}_2 \leq \tilde{h}$. We set $\tilde{p}_2 = \max(0, \bar{p})$.

Using standard properties of the $\lfloor \cdot \rfloor$ function, we have

$$b\sqrt{b_2^\delta R_{\max}} \leq b\sqrt{b_2^\delta R_{\max}} \leq b\sqrt{b_2^\delta R_{\max}} = \nu \rho \tilde{p}_2 \leq \nu \rho |\tilde{p}_2| \quad (18)$$

where (a) is because of the following reasoning. As we have $h_{\text{max}}^2/2\bar{h}_2^2\gamma h^2 \leq C\kappa^{\overline{h}_2}$ and $\nu^2\rho^2\gamma h^2 \geq 1$, then, $h_{\text{max}}^2/\kappa \leq C\kappa^{\overline{h}_2}$. From the inequality $h_{\text{max}}^2/\kappa \leq C\kappa^{\overline{h}_2}$ and the fact that $\overline{h}_2$ corresponds to the case of equality $h_{\text{max}}^{\overline{h}_2} = C\kappa^{\overline{h}_2}$, we
deduce that \( \hat{h}_2 \leq \tilde{h} \), since the left term of the inequality decreases with \( h \) while the right term increases. Having \( \hat{h}_2 \leq \tilde{h} \) gives \( \rho \hat{h}_2 \geq \rho \tilde{h} \).

**Step 3** Given these particular definitions of \( \hat{h} \) and \( \tilde{p} \) in two distinct cases we now bound the regret.

We always have \( \perp_{\max, [\tilde{p}]} \geq 0 \). If \( \tilde{h} \geq 1 \), as discussed above \( \lfloor \hat{h} \rfloor \in [h_{\max}] \), therefore \( \perp_{\max, [\tilde{p}]} \geq \perp_{\lfloor \hat{h} \rfloor, [\tilde{p}]} \), as \( \perp_{\lfloor \hat{h} \rfloor, [\tilde{p}]} \) is increasing for all \( p \in [0, p_{\max}] \). Moreover on event \( \xi \), and for the cases 1.1.1, 1.1.2, 2.1.1 and 2.1.2 described above, \( \perp_{\lfloor \hat{h} \rfloor, [\tilde{p}]} = \lfloor \hat{h} \rfloor \) because of Lemma 1 (Case 2)) which assumptions on \( \lfloor \hat{h} \rfloor \) and \( \perp_{\tilde{p}} \) are verified in each case as detailed above and, in general, \( \lfloor \hat{h} \rfloor \in \lfloor h_{\max}/2 \tilde{p} \rfloor \) and \( \perp_{\tilde{p}} \in [0 : p_{\max}] \). So, for the aforementioned cases, we have \( \perp_{[h_{\max}/2 \tilde{p}], [\tilde{p}]} \geq \lfloor \hat{h} \rfloor \). Very similarly cases 1.2 and 2.2. lead to \( \perp_{[h_{\max}/2 \tilde{p}], [\tilde{p}]} \geq \lfloor \hat{h} \rfloor \) by using Lemma 1 (Case 1).

We bound the regret now discriminating on whether or not the event \( \xi \) holds. We have

\[
\begin{align*}
  r_n &\leq (1 - \delta) \left( \nu \rho^{1 - h_{\max}} \tilde{p} + 2 b \frac{g_{n, \tilde{p}}}{\sqrt{2h_{\max}}} \right) \\
  + \delta \times R_{\max} &\leq \nu \rho^{1 - h_{\max}} \tilde{p} + 2 b \frac{g_{n, \tilde{p}}}{\sqrt{2h_{\max}}} + \frac{4b}{\sqrt{n}} \\
  &\leq \nu \rho^{1 - h_{\max}} \tilde{p} + 6 b \frac{g_{n, \tilde{p}}}{\sqrt{2h_{\max}}}.
\end{align*}
\]

We can now bound the regret in the two regimes.

**Case 1** \( \gamma^2 \kappa \geq 1 \): Note that in this case then \( \kappa > 1 \). We subdivide this case into multiple subcases:

**Case 1.1** Noise regime \( \frac{\nu^2 \rho^{2 \kappa}}{\gamma^2 h_{\max} \tilde{p} n \tilde{p}_{\max}^{\kappa \rho}} \leq 1 \)

**Case 1.1.1** High-noise regime In general, we have

\[
\begin{align*}
  r_n &\leq \nu \rho \frac{2}{\log(\gamma^2 \kappa / \rho^2)} W \left( \log(\gamma^2 \kappa / \rho^2) / 2 \right) ^{\gamma^2 h_{\max} / 2 \tilde{p} g_{n, \tilde{p}} / h_{\max}} + 6 b \frac{g_{n, \tilde{p}}}{\sqrt{2h_{\max}}}.
\end{align*}
\]

Moreover, as proved by Hoofar & Hassani (2008), the Lambert \( W(x) \) function verifies for \( x \geq e \), \( W(x) \geq \log \left( \frac{x}{\log x} \right) \).

Therefore, if \( \log(\gamma^2 \kappa / \rho^2) / 2 \sqrt{\frac{\gamma^2 h_{\max}}{2 \tilde{p} g_{n, \tilde{p}} / h_{\max}}} > e \) we have,

\[
\begin{align*}
  r_n - 6 b \frac{g_{n, \tilde{p}}}{\sqrt{2h_{\max}}} &\leq \nu \rho \left( \log \frac{\gamma^2 h_{\max}}{2 \tilde{p} g_{n, \tilde{p}} / h_{\max}} \right) \left( \log \frac{\gamma^2 h_{\max}}{2 \tilde{p} g_{n, \tilde{p}} / h_{\max}} \right) \log(\rho) \\
  &\leq \nu \rho \left( \log \frac{\gamma^2 h_{\max}}{2 \tilde{p} g_{n, \tilde{p}} / h_{\max}} \right) \left( \log \frac{\gamma^2 h_{\max}}{2 \tilde{p} g_{n, \tilde{p}} / h_{\max}} \right) \log(\rho) \\
  &\leq \nu \left( \log \frac{\gamma^2 h_{\max}}{2 \tilde{p} g_{n, \tilde{p}} / h_{\max}} \right) \left( \log \frac{\gamma^2 h_{\max}}{2 \tilde{p} g_{n, \tilde{p}} / h_{\max}} \right) \log(\rho).
\end{align*}
\]
Case 1.1.2) Low-noise regime 1 \( \frac{\nu^2 \rho^2 \tilde{h}_1}{b^2 g_{n,b} R_{max}} \geq 1 \)

\[
r_n \leq \nu \rho \frac{2}{\log(\sqrt{\nu})} W\left( \log(\gamma^2 \kappa) / 2 \sqrt{\frac{2 \log(\gamma^2 \kappa)}{2 \rho}} \right) + 6 \frac{b}{1 - \gamma} \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}}.
\]

Moreover, as proved by Hoorfar & Hassani (2008), the Lambert \( W(x) \) function verifies for \( x \geq e \), \( W(x) \geq \log\left( \frac{x}{\log x} \right) \). Therefore, if \( \log(\gamma^2 \kappa) / 2 \sqrt{\frac{h_{max}}{2C}} \geq e \) we have,

\[
r_n - 6 \frac{b}{1 - \gamma} \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq \nu \rho \frac{\frac{2}{\log(\sqrt{\nu})} \left( \log\left( \log(\gamma^2 \kappa) / 2 \sqrt{\frac{2 \log(\gamma^2 \kappa)}{2 \rho}} \right) \right)}{\log(\gamma^2 \kappa)} \log(\rho).
\]

\[
= \nu \left( \frac{\log(\gamma^2 \kappa) / 2 \frac{h_{max}}{2C}}{\log^2(\log(\gamma^2 \kappa) / 2 \sqrt{\frac{h_{max}}{2C}})} \right) = \nu \left( \frac{\frac{\log(\gamma^2 \kappa) / 2 \frac{h_{max}}{2C}}{\log^2(\log(\gamma^2 \kappa) / 2 \sqrt{\frac{h_{max}}{2C}})} \log(\rho)}{\log(\gamma^2 \kappa)} \right).
\]

We have \( 6b \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq 6 \nu \rho \tilde{h}_1 \), \( 6b \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq 6 \nu \rho \tilde{h}_1 \). Therefore, \( r_n \leq \nu \rho^{\frac{1}{2} \gamma h_{max} \pi + 1} + 6b \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq 7 \nu \rho \tilde{h}_1 \).

Case 1.2) Low noise regime 2 \( \frac{\nu^2 \rho^2 \hat{h}_1}{\gamma^2 h_{1} b^2 g_{n,b} R_{max}} \geq 1 \)

\[
r_n - 6 \frac{b}{1 - \gamma} \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq \nu \left( \frac{h_{max} \log(\kappa) / 2C}{\log(\frac{\delta R_{max}}{g_{n,b} h_{max}})} \right) \log(\rho) \frac{\log(\rho)}{\log(\gamma^2 \kappa)}.
\]

Moreover if \( \frac{\nu^2 \rho^2 \hat{h}_1}{\gamma^2 h_{1} b^2 g_{n,b} R_{max}} \geq 1 \), we have \( 6b \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq 6 \nu \rho \tilde{h}_1 \), \( 6b \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq 6 \nu \rho \tilde{h}_1 \). Therefore, \( r_n \leq \nu \rho^{\frac{1}{2} \gamma h_{max} \pi + 1} + 6b \sqrt{\frac{\delta R_{max}}{g_{n,b} h_{max}}} \leq 7 \nu \rho \tilde{h}_1 \).

Case 2) \( \gamma^2 \kappa \leq 1 \)

Case 2.1) Noise regime \( \frac{\nu^2 \rho^2 \hat{h}_1}{\gamma^2 h_{1} b^2 g_{n,b} R_{max}} \leq 1 \)

Case 2.1.1) High-noise regime \( \frac{\nu^2 \rho^2 \hat{h}_1}{\gamma^2 h_{1} b^2 g_{n,b} R_{max}} \leq 1 \)
\[ r_n - 6 \frac{b}{1 - \gamma} \sqrt{\frac{g_{n,b}}{h_{\text{max}}}} \]
\[ \leq \nu \left( \log^2 \left( \frac{1}{\rho^2} \right) / 2 \frac{\nu^2 h_{\text{max}}}{2Cb^2 g_{n,b}} \right)^{-\frac{1}{2}} \]

Case 2.1.2) Low-noise regime 1 \( \frac{\nu^2 \rho^2 \hat{h}}{b^2 g_{n,b} h_{\text{max}}} \geq 1 \)

Here with a similar reasoning as in the case 1.1.2) we have \( r_n \leq 7\nu \rho \hat{h}_1 \leq 7\nu \rho \sqrt{h_{\text{max}}} \).

Case 2.2) Low noise regime 2 \( \frac{\nu^2 \rho^2 \hat{h}}{\gamma^2 \hat{h}^2 g_{n,b} h_{\text{max}}} \geq 1 \)

\[ r_n - 6 \frac{b}{1 - \gamma} \sqrt{\frac{g_{n,b}}{h_{\text{max}}}} \]
\[ \leq \nu \left( \frac{h_{\text{max}} \log(\kappa)}{C} \right)^{\frac{\log(\rho)}{\log(\kappa)}} \]